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Figure 1: pARam enables in-situ interaction with parametric designs through extended reality. It allows users to position

and preview fabricatable parametric designs in the context they will be used in after fabrication (1). Users then con�gure

the designs to their liking and to their contextual requirements, leveraging support mechanisms like mid-air sketching or

recommendations (2), and validate them with respect to existing objects or their environment (e.g., through lighting estimation)

in-situ (3). This allows users to achieve �tting results that are fabricated based on their in-situ customization (4) without

engaging in (3D-)modeling “from scratch” or being restricted to �nished, immutable designs.
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ABSTRACT

Extended Reality (XR) allows in-situ previewing of designs to be
manufactured through Personal Fabrication (PF). These in-situ in-
teractions exhibit advantages for PF, like incorporating the envi-
ronment into the design process. However, design-for-fabrication
in XR often happens through either highly complex 3D-modeling
or is reduced to rudimentary adaptations of crowd-sourced mod-
els. We present pARam, a tool combining parametric designs (PDs)
and XR, enabling in-situ con�guration of artifacts for PF. In con-
trast to modeling- or search-focused approaches, pARam supports
customization through embodied and practical inputs (e.g., ges-
tures, recommendations) and evaluation (e.g., lighting estimation)
without demanding complex 3D-modeling skills. We implemented
pARam for HoloLens 2 and evaluated it (= = 20), comparing XR and
desktop conditions. Users succeeded in choosing context-related
parameters and took their environment into account for their con-
�guration using pARam. We re�ect on the prospects and challenges
of PDs in XR to streamline complex design methods for PF while
retaining suitable expressivity.
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Personal fabrication (PF) is within reach of a broad range of users:
increasing numbers of people have access to the means of industry-
grade manufacturing devices, such as 3D-printers or laser cut-
ters [33, 79]. This access is facilitated through device ownership
or infrastructure like makerspaces [102], print centers [43], or fa-
blabs [32, 34]. The means for personal fabrication empower end-
users to create unique artifacts following their requirements and
express themselves in a physical, tangible medium. Two contrast-
ing approaches to designing for fabrication exist: a) modeling,
where users de�ne most, if not all, details of a design [107]; and
b) retrieval, where users search for �nished models [4, 107] in
repositories like Printables or Thingiverse, which provide access to
crowd-sourced designs [68]. However, both approaches have their
shortcomings. 3D-modeling for personal fabrication fundamentally
requires users to invest time in learning and applying domain knowl-

edge from various disciplines, like design, engineering, or material
science [43, 107]. Retrieval, on the other hand, is constrained by
the available databases and su�ers from hard-to-alter designs [4]. A
middle ground is found in the notion of remixing. In the context of
digital media [82], creative programming [40] but also in personal

fabrication [87], remixing allows creative practitioners to bene�t
from collaborative e�ort and avoid “starting from scratch” [107].
For personal fabrication, remixing is facilitated through interfaces
to parametric designs: “customizers” [68]. This is particularly vis-
ible across model repositories like Thingiverse1 [87], where the
presence of these easy-to-use interfaces to create adapted designs
(remixes) sparked an increase of contributions [28]. Parametric de-
signs constrain the virtually in�nite output space of a “traditional”
design tool (e.g., Blender), to a limited set of valid designs for a
speci�c object de�ned through combinations of parameters chosen
by a “primary author” [19]. They, therefore, implicitly embed do-
main knowledge provided by the creator of the parametric design
and may prevent errors [100, 107]. Comparable interactions–from a
user perspective–are already present and are becoming increasingly
relevant in consumer-facing systems like product con�gurators for
furniture2, footwear3, or other trinkets4.

Customizers constrain available input and output spaces. They
balance complexity and expressivity by allowing users to start with
a �nished object de�nition, and tailor speci�c, relevant aspects of
it to their liking. However, they remain complex to successfully
interact with, due to a set of issues: 1) they operate ex-situ, requiring
transfers between physical context and design environment [6, 72];
2) they often provide little to no support in choosing speci�c val-
ues for parameters beyond constraints [100]; and 3) in the context
of personal fabrication, the evaluation of consequences is left to
users and is often done through iteration, prototyping, and patch-
ing [111]. Ex-situ design means that novice users have to engage in
(error-prone) measurement and transfer procedures, diminishing
their chances of success [72]. The absence of woven-in domain
knowledge means that users have to explore and understand the
e�ects of parameters on geometry, but also on subsequent process
steps, like manufacturing (e.g., fabricability [100]) or usage (e.g.,
ergonomics [66]). This is linked to the issue of evaluation, where a
chosen parameter set may have non-trivial e�ects that users may
only see after fabrication (e.g., stylistic consistency, lighting pat-
terns), requiring them to iterate should they fail.

Based on formative explorations of product customizers, param-
eter types, and literature, we developed pARam, a design tool to
interact with, evaluate, and preview parametric designs for personal
fabrication in-situ. pARam leverages the capabilities of Extended
Reality (XR) devices to facilitate these interactions, which were
previously bound to desktop devices (ex-situ). It was implemented
as an application for the Microsoft HoloLens 2 and supports a total
of 15 parametric designs. pARam allows users to preview (Fig. 1.1)
customize a parametric design in-situ through a 2D interface, direct
manipulation, or gestures (Fig. 1.2). Lastly, before fabrication, users
may assess their design in-situ: using the environment mesh ac-
quired by the HoloLens, they may evaluate the stability of objects,

1https://www.thingiverse.com/app:22, Accessed: 02.02.2024
2e.g., https://tylko.com/furniture-c/ or https://www.pickawood.com/en/con�gurator/
tables, Accessed: 01.02.2024
3e.g., https://www.bullfeet.com/en/custom-sport-shoes/personalize, Accessed:
02.02.2024
4e.g., hhttps://www.shapeways.com/creator, Accessed: 29.01.2024
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or changes to lighting and shadowing, for instance, for design-
ing lampshades (Fig. 1.3) through estimations provided by pARam.
The fabricated artifact (Fig. 1.4) can then be placed in the context
in which it was con�gured digitally. All aforementioned aspects
bridge the disconnect between the space where parameters are
de�ned (i.e., a design workstation), and the space where they be-
come relevant and in�uential (i.e., the space they are fabricated
for and used in). To further support users in choosing �tting pa-
rameters, pARam embeds domain knowledge beyond constraints
(e.g, ergonomics-related suggestions). All aforementioned aspects
are meant to increase the expressivity of in-situ design tools that
operate on existing designs, without demanding the complexity of
highly complex, industry-grade 3D-modeling tools.

Through a user study (= = 20) that compared pARam with a
desktop-bound alternative, we found that users take their physical
context into account while designing, and engage in more spa-
tial interactions revolving around previewing and manipulating
the model. Users appreciated alternative means of de�ning param-
eter values, like using gestures to measure or draw curves. The
participants preferred the desktop modality for functional objects,
and preferred the AR variant for more aesthetic designs. However,
the in-situ and spatial nature of pARam led users to engage more
in “eyeballing” [72] and approximations, which is appropriate for
some, but not all, design tasks in the context of personal fabrication.

Our work contributes the following:

(1) Presentation and discussion of the concept of in-situ

interaction with parametric designs, an emerging design
approach for personal fabrication that leverages extended
reality and parametric designs to enhance the expressivity
of retrieval-oriented design tools.

(2) Design, development, and evaluation (= = 20) of pARam,
an in-situ design tool to interact with parametric designs, en-
riched with input and validation steps enabled by extended
reality, embodying the aforementioned concept.

1 RELATED WORK

pARam is inspired by a set of overlapping research domains sur-
rounding design and fabrication: parametric design tools, design
tools for personal fabrication, and XR design tools. pARam is in-
spired by these works in several ways: It embraces the notions of
simpler, easier-to-use design tools, situates relevant design e�ort
in the usage context, and aims to embed domain knowledge in the
system, instead of expecting users to acquire it over time.

De�nitions. The interaction with a parametric design can be
viewed from two perspectives: the creation (i.e., authoring) of
parametric objects and their customization. Mario Carpo describes
this dichotomy as one “[...] where the primary author designs a

generic (parametric) object, and one or more secondary authors, or

interactors, adjust and adapt some variable aspects of the original

notation at will” [19]. This yields distinct roles of “modeling” and
“navigating” [25]. Notably, design through a parametric model was
described as a practice “where design variations are e�ortless” [10].
In the scope of this work, we treat the “interaction with a parametric
design” not to be the act of authoring one (e.g., a designer creating

customizable furniture in a tool like Grasshopper5), but rather the
act of customizing such a design to one’s requirements and liking (e.g.,
an end-user customizing one for their own home). The lens of end-
users is particularly relevant for the space of personal fabrication,
where users are handed the means to design and fabricate unique
artifacts, but may lack the necessary domain knowledge [11, 107]
to do so “from scratch”.

Design can further be implemented as either an ex-situ or an
in-situ process. In this context of personal fabrication, Ashbrook et
al. de�ned in-situ design as a procedure where users design new
artifacts “with in its existing context” [6]. It is contrasted with in-

situ fabrication, where the manufacturing of an object happens
in conjunction with pre-existing ones [6, 18, 104]. pARam focuses
on in-situ design, given that industrial fabrication capabilities may
be easier to scale to unique, one-o� designs in the context of mass-
personalization [89].

1.1 Parametric Design Tools

Interacting with Parametric Designs. Various approaches to para-
metric design are present in domains of architecture or graph-
ics, predating their use in personal fabrication [5]. Michel and
Boubekeur presented a technical approach to enable direct, brush-
like interaction with parametric shapes, which is also an outstand-
ing example of an interactive technique for design [77]. Buyruk
and Çağdaş presented a mixed reality approach for architectural
design that relies on robotic fabrication, introducing a framework
unifying physical and digital components using a digital twin ap-
proach [15]. Design space exploration was probed for generative
design systems [73], arti�cial intelligence systems [112], and situ-
ated in immersive environments [49, 60].

The aforementioned works have informed our design choices on
fundamental interactions (e.g., sliders) but also considerations on va-
lidity (e.g., geometrically soundmodels). However, most approaches
still separate design in disjoint design and usage environments–an
aspect we seek to bridge with pARam.

Customizers in Personal Fabrication. Personal fabrication [11, 79],
in contrast to industrial manufacturing processes or graphics con-
texts, follows a di�erent set of goals and constraints: not only are
the outcomes physical, not digital, but, most importantly, the tools
are also routinely used by non-experts [63]. This has manifested in
various prototype systems that provide parametric design tools for
the context of personal fabrication. To design parametric designs
themselves, tool support is similarly needed, for instance, in de�n-
ing constraints in a structure to achieve valid and adaptive designs.
This was addressed by Shugrina et al. with FabForms, an approach
to ensuring that the outcomes from a customizer are not only geo-
metrically valid but also manufacturable [100]. This weaves domain
knowledge into a design or customization tool instead of expecting
end-users to acquire and apply it. The creation of constraint-based
parametric designs was explored through CODA by Veuskens et al.,
which provides tool support for constraint speci�cation [113]. The
“customizer” on Thingiverse6 is a popular example of an accessible
parametric design con�gurator [28]. Its use has been studied ex-
tensively [2, 87, 114]–while not impeccable, it, along with product

5https://www.rhino3d.com/features/#grasshopper, Accessed: 30.01.2024
6https://www.thingiverse.com/app:22, Accessed: 29.01.2024
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customizers in commerce, is a viable entry point for novices who
may not want to engage in prolonged learning processes (e.g., to
learn 3D-modeling).

pARam is, fundamentally, a tool to interact with a parametric
design. The approach of parametric designs is well established
in engineering and architecture [16, 19, 103]. Fundamentally, this
approach constrains input and output spaces a user can leverage to
design an object, turning this design process into a con�guration.
Based on this notion of “con�guring” instead of “modeling” [107],
parametric design tools became represented in everyday life in the
form of various product con�gurators for consumer goods. pARam
aims to situate (i.e., in the context of use) and support (i.e., though
validations) the design process of non-experts while focusing on a
physical output domain, namely manufactured artifacts.

1.2 Design Tools for Personal Fabrication

Novice-Oriented Design Tools. Design is often con�ated with (3D)-
modeling, especially in the context of personal fabrication. However,
other ways to acquire �tting designs are present in research. Search
and retrieval of models for fabrication has also been discussed
in previous works focusing on previewing and remixing [108] or
query formulation [109] in-situ. CustomizAR by Liang et al. is a
tool to explore customizable designs on Thingiverse, which fur-
ther supported users with a tablet-based measurement functional-
ity [68]. The work is closely related to our work and pARam. Liang
et al. support the measurement of relevant dimensions but also
the exploration of designs and further evaluate their camera-based
measurement approach, con�rming that it may provide su�cient
precision. The authors further outlined how using established mea-
surement tools may not prevent errors [68], as measuring is a
skill in and of its own [94]. We aim to further explore and aug-
ment in-situ interactions with parametric designs, for instance, by
providing recommendations and early validations. A comparably
in�uential work for pARam is BodyMeter by Lee et al. [62]. The
authors explored how the customization of furniture may be facili-
tated through spatial, embodied, and gestural interaction instead
of detailed de�nition through modeling software. This exploration
inspired both the pARam’s underlying concept and speci�c features,
like the gesture+voice-based measurement component.

All aforementioned works are relevant to pARam, as they aim
to balance low entry barriers with high, or at least su�cient-to-
the-task expressivity. They leverage other approaches than “model-
ing” [107], yet allow users to �nd the designs theywant or customize
existing ones to their liking.

The aforementioned considerations are also present in various
tools that enable the design for fabrication, while focusing on novice
users, like Kyub [12], FlatFitFab [75], or application bridges like
Blocks To CAD [59]. Works by Follmer et al. presented ways to alter
one’s physical environment [29] or make 3D-modeling accessible
to children [30], both of which leverage remixing over modeling

– an approach we embrace with pARam. SketchChair by Saul et
al. provides a design environment for chairs, which, similarly to
pARam, supports users through simulation and ergonomics com-
ponents [99]. pARam builds upon this premise in several ways: by
situating the design process in the context of future use (in-situ),

which avoids the need for “reference geometry” [99] and provid-
ing input support for a larger class of result objects [107], beyond
chairs. Ergonomics are a consideration present in various design
tools, such as Body2Desk [66], which encapsulate domain knowl-
edge [11] and support users in bene�tting from it, without having
to acquire it. In contrast to pARam, the work of Lee et al. focuses on
desks as the core object [66], while pARam aims to be an interface
to parametric designs in general, along with a focus on interactions
between artifact and context (in-situ), in addition to interactions
between artifact and user [66].

In-Situ Design for Fabrication. In-situ design has emerged as
a potential component of lower-e�ort design tools for personal
fabrication. RefAR by Wu and Cheng [119] leverages depth sensing
of a HoloLens to support a user’s in-situ sketching process with
features of the environment. This allows replication of context
features for a new design [119]. MixFab by Weichel et al. [116]
is a design environment enabling design in mixed reality, where
physical objects can be brought into the space to use as features and
references [116]. Printy3D is an in-situ design tool that combines
interactive projection and tangible building blocks, focused on the
design of electronics enclosures made accessible to novice end-
users–speci�cally children [122]. Tangible elements and XR have
also been combined for headset-based design tools [105].

pARam embraces the notion of in-situ design for (personal) fabri-
cation by situating the customization of parametric designs towards
a user’s context-driven needs.

In-Situ Fabrication. The notion of “in-situ” actions can likewise
be applied to the act of fabrication or manufacturing, where in-
teracting objects found in a speci�c context, are included in the
fabrication process. This includes approaches enabling mobile fab-
rication [18, 97], portable fabrication [91, 93], or wearable fabri-
cation [104], each of them enabling in-situ fabrication activities.
RoMA by Peng et al. [92] is an example where design and fabrication
happen in parallel, through a collaboration between a human user
and a robotic arm, enabling a turn-taking process [92]. FusePrint
is a smaller-scale setup, where physical objects are brought into a
fabrication environment to replicate their features in complemen-
tary objects (e.g., pens brought in to support the design of a pen
holder) [123]. In the context of architecture, IRoP by Mitterberger
et al. [78] presents an approach to plastering that translates in-situ
motion of designers to in-situ fabricated plastering [78]. The work
of Jahn et al. is also situated in the architecture context and outlines
a platform to move from 2D to 3D design processes and situate
them in construction environments [48].

pARam focuses on design in context but bene�ts from aspects
like in-situ estimations to inform fabrication early on. This facili-
tates digital iteration, instead of physical prototyping.

1.3 Design in and for Extended Reality

Extended Reality (XR) has also been both a tool and a target do-
main for design. Conceptually, there is a sizeable overlap between
design tools for digital environments (e.g., games) and design tools
for physical artifacts, both operating under the umbrella term of
computer-aided design (CAD).
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Immersive Design. Remixed Reality by Lindlbauer and Wilson
presented a set of interactions to alter a digitally acquired environ-
ment [70]. This approach can be used to author altered versions of
it–an outcome similarly targeted by pARam, albeit through physi-
cal modi�cations. In an AR context, WindowShaping by Huo et al.
presented interactions to use real-world elements for a design pro-
cess [44] and Han et al. proposed methods to adapt AR interfaces
to existing, real-world objects [38]. This approach is manifested in
the estimation functions of pARam, where scanned aspects (e.g.,
the environment mesh) are used to support early evaluations and,
by extension, design decisions. VRSketchIn provided users with a
drawing tablet in VR, to author VR environments in-situ [23], by
providing support to sketch one’s designs. Concepts like “Paramer-
sive Design” [24], similarly to pARam, aim to leverage interaction
paradigms known in architecture and enrich them with the means
of XR [24].

Authoring XR Experiences. With immersive environments as the
target, designers routinely engage in the creation of multimedial ar-
rangements [106], which is a non-trivial task, especially for novices.
Nebeling and Speicher provide a meta-perspective on design tools
for extended reality, outlining several classes of tools, mapped
by their �delity and the required skill [85]. Sketched Reality by
Kaimoto et al. is a design approach that bridges digital sketches and
physical output by coupling both dimensions, with each being able
to a�ect the other [51]. This relationship has also been echoed in the
context of personal fabrication [107], which highlights the concep-
tual similarity of “design-for-XR” and “design-for-fabrication” [22].
Nebeling further highlights the need for collaboration in content
creation [83], which, in the context of architectural design [19] and
personal fabrication [28] may be mediated through the exchange
and remixing of parametric designs [87]. Customizer interfaces are
a way to create remixes [28], which was considered as a way to
support creative practitioners in authoring immersive experiences
through sampling [106]. Speci�c tools like SpatialProto [80], Pro-
cessAR [21], ProtoAR [84], VRCeption [36], or VRFromX [47] are
examples where XR is leveraged to provide an authoring environ-
ment for new, immersive environments and applications.

With our work, we do not target digital environments for the
designs users may make, but rather physical ones, which demand
transfers and understanding of requirements across physical (usage)
and digital (design) environments.

Several works rely on path design [45] or sketching as a way
to de�ne curves [7, 8] or express design intent [17, 46], which is
also a relevant parameter type in pARam. This was also considered
from an evaluation perspective by surveying the state of the art
of how sketch-based systems are evaluated and highlighting the
absence of standardized methods to do so [71]. Barrera Machuca
et al. further outline the types of sketches and interactions used in
systems. pARam’s curve drawing functionality primarily focuses
on letting users generate “conceptual sketches” [74] to infer more
precise geometry. Teddy by Igarashi et al. is considered a seminal
interface for 3D design [46] where a free-hand sketch is converted
to a numerical representation without burdening the user with a
detailed de�nition of it, going from rough expression to a �nished
design.

pARam deliberately provides ways to use coarse gestures to
de�ne curved elements instead of requiring users to precisely ma-
nipulate control points [46] or deal with 3D-representations.

2 CONCEPT AND DESIGN RATIONALE

Before presenting the implementation of pARam, we �rst outline
the notion of in-situ interaction with parametric designs.

2.1 Novice-Facing Con�gurators & Parameters

As a formative exploration, we initially examined how parametric
designs are presented to (end-)users through the lens of con�gurator
tools. Con�gurator interfaces enable “mass-customization” [65, 81]
(i.e., highly personal designs at scale) and are interfaces to parametric

designs. In this work, we focus on users’ interactions with parametric

designs, which are currently mediated through these con�gurator
tools or so-called customizers.

Commercial Con�gurator Interfaces. Tylko is an example of com-
mercial furniture customization7. For a sideboard, users choose
styles (which translate to entire geometric setups) and set dimen-
sions (width, depth, height). The width parameter is continuous,
whereas height and depth are discretized to 10 and 4 levels, respec-
tively. Users can also alter colors based on a selection and choose
whether they want back panels (boolean). To support users in esti-
mating sizes, dimensions can be shown everywhere, a silhouette of
a person is rendered next to the furniture, and users can toggle the
display of household items (e.g., books, a laptop) in the respective
depiction of the furniture. The jewelry con�gurator “Cell Cycle”8

by Nervous System is a more sophisticated example: users not only
de�ne sizing and twist parameters, but can also alter the Voronoi-
like pattern through direct manipulation to merge and subdivide
cells or morph the entire geometry. As with the other con�gura-
tors, there are options to choose a base type (e.g., cu�, ring), or a
material, and a direct display of the price is shown. In the space of
personal fabrication, Thingiverse o�ers a rich selection of customiz-
able designs [68, 87] that are based on openSCAD. An example of
such a design is “Stretchy Bracelet” by emmett9 from 2011, which
is among the most commonly made designs on Thingiverse. No-
ticeably, the parameters in that design are labeled as r2, h, w, t, n,
and m, with some being integer numbers, and others �oating-point.
Nevertheless, the over 250 times it was fabricated by other users
exhibit a variety of sizes and colors. A more recent yet similarly
popular example is the “Customizable drawer box” by gpvillamil10.
Here, parameter names are more descriptive, like drawer height,
and more diverse: users can enter text as a parameter (message) to
be embossed or choose options between which object to generate
(part). Here, parameters are grouped into categories like “basic”,
“pattern”, and “advanced” to structure them further. A collection of
vases by Ferjerez on Thingiverse11 consists of a single parametric
design that allows users to choose from di�erent styles (shape)
that de�ne a base shape, and a set of parameters to alter the vase’s
surface (e.g., spikes, levels). The author further provides a set of

7https://tylko.com/, Accessed: 30.01.2024
8https://n-e-r-v-o-u-s.com/cellCycle/, Accessed: 30.01.2024
9https://www.thingiverse.com/thing:13505, Accessed: 28.01.2024
10https://www.thingiverse.com/thing:421886, Accessed: 28.01.2024
11https://www.thingiverse.com/thing:2638924, Accessed: 29.01.2024
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50 already �nished designs for users to fabricate directly to allow
users to choose, instead of customizing.

From the examples above, various parameter types can be ex-
tracted: dimensional parameters related to extents, rotations, or po-
sitions, repetitions, choices from options, feature toggles, and other
examples (e.g., media inputs like text or images). However, for most
parameter types, there are underlying, more abstract classi�cations:
functional parameters (e.g., related to press-�t), aesthetic param-
eters, body-related parameters, environment-related parameters,
or parameters relevant to fabricating a design. We do not consider
this list to be all-encompassing but rather an initial exploration of
adopted customizer tools. An underlying issue is the con�gurators’
ex-situ nature: they require users to design a bracelet without the
arm it will be worn on, a shelf without the room it will be in, and
without its future contents, thereby omitting the consideration of
all physical interactions between design and context.

2.2 Concept: In-Situ Interaction with PDs

We consider the concept of in-situ interaction with parametric de-
signs to be a way to enhance the expressivity of interfaces focused
on retrieving artifacts (e.g., [35, 108]), without demanding com-
plex modeling tools. Leveraging extended reality as a vehicle to
customize designs for personal fabrication may change how we
treat inputs to such a customizer or parametric design. We argue
that in-situ interaction with parametric designs may permit the
creators of customizer systems to embed and expose more domain
knowledge [11, 65] through the tools. This can happen through rec-
ommendations but also early evaluation, all within the users’ unique
physical contexts–knowledge often unavailable to authors od cus-
tomizer tools. Treating an XR headset as a sensor platform, then,
allows support tailored to users’ environments (e.g., by providing
suggestions grounded in the device’s scene understanding [109]).

Target Audience. With pARam, we aim to support novices to
design who may lack domain knowledge but still have unique re-
quirements (e.g., how they want their spaces, for instance, at home,
to look like). They may be able to express vague requirements [56]
(e.g., labels [109]) to �nd a correct PD, and de�ne speci�cs in-situ
later on by exploring and iterating.

Target Expressivity and Objects. We further focus on the con-
�guration of everyday household artifacts (e.g., furniture) with
functional and aesthetic components. They may not necessarily
demand the degree of precision a�orded by industry-grade design
tools, but exhibit room for personalization to bene�t end-users. We
further assume that they are either manufacturable with current or
emergent means of personal fabrication or through providers capa-
ble of accommodating personalized artifacts (e.g., a print service).

2.3 Design Rationale & Design Goals for pARam

Based on the previous considerations, assumptions, and prior art
surrounding personal fabrication (e.g., [62, 68, 109], we outline the
following high-level design goals (DGs) for pARam to embody the
concept of in-situ interaction with parametric designs:
• DG1: Enable in-situ interaction with parametric designs for
end-user con�gured, manufacturable artifact designs. To do so, we

leverage extended reality as a vehicle to foster in-situ preview-
ing, con�guration, and evaluation. This is inspired by prior art in
con�guration tools [62], and, to a degree, research in measurement-
to-design transfers [54, 94]. Most importantly, this tries to tackle
the status quo of ex-situ interactions with parametric design con-
�gurators that are meant for consumers, as outlined in section 2.1,
while also increasing the potential expressivity of search-based
in-situ tools for personal fabrication (e.g., [108]).
• DG2: Support users in choosing valid and ��ing parameters

with respect to their unique physical contexts and requirements.
While this is inherent to some customizer interfaces, they often
focus on geometrical validity [77] or fabricability [100] and less on
the practicality and feasibility of a fabricated outcome. Addressing
this is enabled and supported by the use of extended reality as a pre-
viewing and sensor platform [116]. This also involves supporting
the transfer and conversion of context information to parameters,
which may then reduce errors with respect to how a design inter-
acts with the physical environment [6, 72].
• DG3: Support users in understanding the e�ects and impact

of their chosen parametrization early on and with respect to their
physical environment (i.e., context). This is linked to DG2, and
aims to provide an early understanding of the consequences [67]
of acquiring or fabricating a designed object. In the context of per-
sonal fabrication, the most fundamental “consequence” of a design
or con�guration activity is the physical acquisition of an object,
which resides in a real and physical environment and interacts with
it [108]. Context-speci�c support and understanding can, therefore,
facilitate easier and more successful con�guration processes by
providing earlier previews without fabricated prototypes.

We relied on these design goals to guide the development of
pARam, but also argue that their underlying principles apply to
fabrication-oriented design tools beyond parametric designs.

3 PARAM

The following sections outline the basic interaction �ow for pARam,
followed by descriptions of the functionalities pARam provides to
enable and support the in-situ interaction with parametric designs.

3.1 Envisioned Interaction Process

Fig. 2 depicts a process of how users may customize parametric
designs using pARam. Users start by choosing an available design to
customize. This choice is informed by their requirements (e.g., the
desire for a new piece of furniture) and the context (i.e. where this
furniture will be used later on). Both aspects are highly personal and,
in their combination, may be unique to each user and situation [63].
The user can then position the design at the location of future use
(i.e., where it will be put after fabrication, DG1). For a shelf, for
instance, this may be in an alcove or niche the shelf is supposed
to �ll. The con�guration process is supported (Fig. 2b) through
embedded domain knowledge (i.e., ergonomic suggestions for body-
related objects), in-situ measurements, or gesture-based input (e.g.,
for curve de�nition, DG2). The con�gured object can be evaluated
visually. By leveraging the scanned environment mesh, estimations
(Fig. 2.c) like the e�ects of a design on lighting and shadowing or
the object’s stability on the surface can be previewed and estimated
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Figure 2: Overview of the process and functionalities supported by pARam. pARam enables in-situ interaction with parametric

designs for personal fabrication (a). Relying on extended reality headsets facilitates in-situ previewing, but also input support

like direct measurements (b) or estimation components that rely on the scanned environment mesh (c). Our implementation of

pARam focuses on steps 2 to 6 primarily, but covers the entire pipeline.

early (DG3). After this validation step, users may choose to fabricate
the object they con�gured, ultimately adding it to the physical
context in which they con�gured it. We consider this fabrication
step to be beyond the scope of the paper and deliberately focus on
context and user requirements in the design step of the personal
fabrication pipeline. Notably, the process di�ers from parametric
design tools established in personal fabrication (e.g., openSCAD)
in two ways: 1) it situates all design activities in-situ, and 2) it
facilitates in-situ iterations prior to fabrication and aims to require
no fabricated iterations.

3.2 Implementation

pARam was implemented for the Microsoft HoloLens 212 using
Unity 3D 2021.2.15. Two libraries were crucial for the implemen-
tation: MRTK 2.7.313, to handle inputs and interactions using the
HoloLens, and Archimatix,14 to author custom parametric models
for the application. Archimatix was found to be particularly suit-
able for development of pARam, as it is tightly integrated with the
game engine used, yet provides a rich and �exible environment
to author parametric designs. Alternative approaches like 1) using
a networked instance of Grasshopper15, which would introduce
latency and integration e�ort, or 2) pre-generating all possible vari-
ations of a design (e.g., using openSCAD), which would not scale,
were considered, but ultimately discarded in favor of Archimatix. In
total, pARam provides 14 designs: 8 lampshades or vases, 2 tables,
3 shelf units, and a design for generic seating furniture (cf. Fig. 14
in the appendix). Additionally, pARam also included a deliberately
simple design (3 parameters only) for a book holder, used in the

12https://www.microsoft.com/en-us/hololens, Accessed: 25.01.2024
13https://github.com/microsoft/MixedRealityToolkit-Unity, Accessed: 25.01.2024
14https://www.archimatix.com/, Accessed: 26.01.2024
15https://www.grasshopper3d.com/, Accessed: 30.01.2024

study (cf. section 4) for users to familiarize themselves with the
tool.

Figure 3: Basic elements of pARam’s user interface. A 2D UI

(a) provides buttons to toggle all input and estimation modes

and displays all parameters with a name, a slider, and a value

display. A 3D model preview (b) allows the user to position

the object in space and manipulate handles, depicted as blue

spheres, to control individual parameters directly.

3.2.1 Fundamental Parameter Interactions. The following inter-
actions are heavily inspired by the “state of the art” in product
con�gurators and parametric design (section 2.1). They transfer
interactions to a mixed-reality environment to enable in-situ con�g-
uration and previewing of designs. pARam provides 3 fundamental
interactions with the design: positioning, slider-based changes,
and changes through direct manipulation (DG1). An overview is
depicted in Fig. 3, with the following paragraphs elaborating on
individual features and their implementation.

Positioning and Rotation. Users can initially interact with the
most basic parameters of a parametric design: the position and the

https://www.microsoft.com/en-us/hololens
https://github.com/microsoft/MixedRealityToolkit-Unity
https://www.archimatix.com/
https://www.grasshopper3d.com/
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orientation of the object (Fig. 3b), which, in ex-situ con�gurators
is deliberately omitted. This allows them to position the digital
preview at the location where they want to have the fabricated
result16. This is enabled by a gizmo above the model, provided by
the MRTK package. Users can position it with three degrees of
freedom simultaneously and rotate it along the y-axis (Fig. 3b). This
constraint is appropriate for all objects provided through pARam
as they are objects with a single, appropriate up-direction. Scaling
is not part of this manipulation, as it is covered by the parameters
of each model.

Sliders. As established in most expert and consumer-facing tools,
sliders can be used to alter numeric values. The limits of the slider
convey basic constraints and ranges for each parameter. The sliders
are shown on a 2D user interface (UI), seen in Fig. 3a. This allows
users to control separate dimensions of a design, reduced to a linear
mapping17. The e�ects of the changes are re�ected immediately in
the positioned design. Users can position the UI anywhere in the
space (world-�xed), but can also recall it to their hands immediately,
by looking at their palm. The interface is then attached to the
respective hand and can be positioned in the space again.

Direct Manipulation. Users can also use direct manipulation to
interact with the parameters using handles (Fig. 4). This conveys the
relationship between a parameter and its e�ects on geometry more
directly and avoids mediated interaction through a 2D UI [76, 77].
To manipulate parameters through the model, users can pinch any
of the spheres positioned at and around a model and start moving it.
The model is updated accordingly and at interactive speeds. Where
�tting, the spheres also show arrows representing an axis on which
the parameter can be altered, as an additional support mechanism.
This can be seen in Fig. 4.2, where a radius is altered, and the arrows
point along the radial direction.

Constraints. In addition to the range constraints for each param-
eter being indicated in the UI (i.e., the lowest and highest values of
each slider), pARam also includes interconnected constraints. In-
terconnected constraints describe valid ranges of speci�c sliders in
relation to others. For instance, a chair’s armrest generally should
not extend beyond the chair’s seating surface to ensure connected
geometry and, therefore, a degree of stability (Fig. 5.1). Constraints
like these ensure valid objects, as encoded by the person creating
the parametric designs. Whenever a user alters a parameter in an in-
valid fashion, the model “snaps back” to a valid prior state (Fig. 5.2).
Constraints are set by the PD’s author and can be absolute (e.g.,
a maximal value) or relative (e.g., a maximal value that changes
depending on a di�erent parameter value). In Fig. 5, the maximum
extent of the armrest depends on the depth of the seating area,
making it a relative constraint. This further supports the notion
of parametric designs, exclusively producing valid outcomes if the
design’s author su�ciently constrained the output space [100].

3.2.2 Input Support. The second group of functions relates to
DG1 (in-situ interaction) and DG2 (support for parameter choice).
pARam leverages the capabilities of a mixed reality headset to sup-
port users in previewing designs, but also in con�guring them.

16see also Fig. 15, appendix
17see also Fig. 16, appendix

1)

3)

2)

4)

Figure 4: As an addition to slider-based interactions, pARam

lets users directly manipulate aspects of the model that are

described by parameters, as an alternative to the 2D UI (1).

Users can grab the spheres to change associated parameters

(2). A direction hint is shown for parameters linked to an

axis (2, top right). After letting go, the respective parameter

is updated in the UI (3). Multidimensional parameters (e.g.,

positions), can be altered in a similar fashion (4).

1) 2)

Invalid State Restored Valid State

Figure 5: For parameter manipulations, pARam allows users

to temporarily ignore validity constraints (1), where the arm-

rest protrudes beyond the seat, but restores a valid state of

the model as soon as the user ends their interaction (2), with

the model visibly snapping back to a valid state.

Gesture-Based Measurement. pARam provides a simpli�ed way
to measure distances through gestures, inspired by prior art in
HCI [62, 66]. Given that most parameters relate to measurements
and dimensions, this aspect is crucial to consider. Error-prone trans-
fers between analog measurement devices and digital design envi-
ronments can either be bridged through connected measurement
devices (e.g., [115]) or other support approaches [122]. Users can
generate inputs to parameters through gesture-basedmeasurements
in two ways: one-hand measurements and two-hand measurements.
One-handed measurements are taken between the user’s thumb
and index �nger on one hand (Fig. 6a). Two-handed measurements
are taken between the user’s index �ngers (Fig. 6b). Both gestures
are reasonably intuitive and are used in human-to-human com-
munication of sizes and extents [57, 62]. Given that this feature
may require both hands to operate, we settled on voice input to
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capture the measurements �uidly (Fig. 6c). Users initially point at a
slider (on the UI) or handle (on the model) and say “measure this”

(Fig. 6c-1), which brings up a ruler between their �ngers. They can
then measure relevant interacting objects (e.g., the circumference
of a plant while designing a pot). When they have settled on a
length, they may say “take measure” to record the value (Fig. 6c-
2) and directly alter the chosen parameter (Fig. 6c-3). Users may
also use this functionality to get an impression of size values in
isolation or with respect to the context. The feature is based on the
open-source work of Hiromu Kato18. We observed a measurement
error between approximately 0.2 and 1cm across the tracking range.
This was done informally by 2 of the authors repeatedly testing
both measurement gesture modes along a ruler or a tape measure,
but is roughly in line with results in literature [37, 101]. While
it may not achieve impeccable precision, this interaction is likely
valuable [62, 66] and will become even more useful given better
tracking mechanisms. The measurement support allows users to
measure interacting objects in-situ and immediately transfer these
measurements to their design. This additionally allows users to take
more complex measures, for instance, around irregularly shaped
objects without employing calipers.

a) b)

c)

1) 2) 3)

"Measure this" "Take measure"

Figure 6: pARam provides 2 modes for gesture-based mea-

suring: one-handed (a), where the distance between index

�nger and thumb is used, and two-handed (b), where the

distance between index �ngers is taken. This feature can be

used as a reference, or as a direct input to a parameter chosen

previously. To leave the hands free for such measurements,

pARam provides voice interactions (c). Users can �rst point

at a parameter to change, say “measure this” (1), move their

�ngers to the desired distance, and say “take measure” (2) to

transfer the current value to the previously chosen parame-

ter (3)

Ergonomics Recommendations. pARam also aims to simplify the
way inputs aremade to designs related to users’ bodies (i.e., ergonomics-
related ones). Home artifacts interact with users’ bodies di�erently
across di�erent dimensions (e.g., prolonged/brie�y, di�erent body
parts), which has been woven into expert-oriented [64, 69] and
novice-friendly [99] design tools before. For seating-related objects

18https://github.com/HiromuKato/MRTK_HKSample, Accessed: 27.01.2024

(for pARam, tables, and chairs or benches), pARam provides away to
con�gure a set of users and their physical properties to receive rec-
ommended parameter ranges, where applicable. While constraining
the parameter space is inherent to parametric designs, they often
lack recommendations as to how to navigate this constrained in-
put space to achieve desirable results. Dealing with aspects like
ergonomics demands domain knowledge and often boils down to
designing for the majority [26]. A balance has to be struck between
expressivity (i.e., being able to generate a valid design) and �t (i.e.,
arriving at a con�guration that ful�lls criteria not present in the de-
sign environment). Users �rst toggle the creation of pro�les for each
future user (Fig. 7.1-3). A bench to be used by a family would then
require a pro�le for each of the members. For each pro�le, users
input aspects like height or body composition. pARam then recom-
mended ranges in the UI (Fig. 7.4), similarly to prior approaches [66].
The ranges are based on previous works [26, 50, 88], in our case
primarily on the guide by Jocher and Loch [50]. Ergonomics is a
highly complex �eld – through this function, parts of the domain
knowledge needed to make reasonable decisions are provided to
users through the interface without over-constraining the design.

Recommended
Values

4)

1) 2) 3)

Figure 7: To support the con�guration of body-related objects

(e.g., furniture), pARam allows users to con�gure a pro�le (1),

which consists of a number of users (2), and their individual

physical composition (3). Based on these pro�les, recom-

mendations for parameter ranges are shown on the slider

interface in orange (4). The ranges provide a viable starting

point, and can be based on one or several such pro�les, rec-

onciling parameter ranges across a set of di�erently-sized

future users.

Curves. To simplify the de�nition of objects with curvature-
related parameters, pARam allows users to sketch their desired
silhouette in mid-air (Fig. 8). Curves are generally complex to de-
�ne, and parameters related to Bézier Curves (consisting of points
and tangents) lose their spatial nature when treated as numerical
parameters [120]. Prior works have deliberately obscured this repre-
sentation [46], or focused on avoiding self-intersecting results [121].
For objects consisting of curvature-related parameters, users can

https://github.com/HiromuKato/MRTK_HKSample
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drawBézier curves inmid-air to de�ne how curved objects may look
like. When presented with a design that supports such curvature
parameters (e.g., lampshades or vases in pARam), users can toggle a
mode that allows them to draw their desired curvature (Fig. 8.1). A
pinch gesture lets pARam track the motion, visualized by sampled
points on the path (Fig. 8.2). The path points are projected into a
plane orthogonal to the user’s view direction to convert the curve
into a format suitable for Archimatix (i.e., one that operations like
repeaters require). This 2D path is automatically converted to one or
multiple cubic Bézier curves, potentially omitting details from the
path, but also ensuring a smooth–“beauti�ed” [74]–result (Fig. 8.3).
Paths that ignore constraints (e.g., a minimal size) or are impos-
sible to approximate with the design’s number of Bézier curves
are possible to draw, but are converted to a curve set that ful�lls
all constraints. Therefore, the result may di�er from the sketched
curve but remains valid. To correct the result inferred from the
sketch, users can either re-draw the curve or correct it using the
handles on the model itself (Fig. 8.4).

1)

3)

2)

4)

Figure 8: pARam allows users to de�ne curvature-related pa-

rameters using mid-air gestures. Starting from a base design

(1), users can draw their desired silhouette in mid-air. Their

input is visualized with a blue trace (2) and is converted to a

Bézier curve and applied to the model (3). After this action,

users can use this as a starting point for further parameter-

based manipulations (4).

3.2.3 Validation Support. Lastly, pARam aims to provide a set of
features to support validating designs with respect to the context
they will be fabricated for. pARam leverages the means of extended
reality to support these context-dependent validations: the scanned
environment mesh is an input for both validation components, the
light estimation and the stability estimation. These estimation and
validation components are not meant to be impeccable, industry-
grade simulations (which are complex to set up and use), but rather
quick and low-e�ort ways to understand the e�ects of design deci-
sions in-context (DG3). pARam provides 2 sample components for
that: a stability validation and a validation of lighting and shadow-
ing patterns, elaborated in the next paragraphs.

Stability Estimation. To evaluate the balance of an object, pARam
provides a rudimentary validation component for that (Fig. 9.1).
The con�gured model is dropped from a small height onto the
environment (Fig. 9.2-4). Stable designs do not topple from this
motion, while top-heavy ones or designs with a small base surface
do. This allows users to get a glimpse of a design’s stability and
balance and react accordingly (Fig. 9.5-6). The feature relies on
the scanned environment mesh provided by the HoloLens and the
plane detection mechanism. The collision between the model and
the surface is handled through the physics engine of Unity and uses
default “physics materials” (i.e., con�gurations of mass and friction)
and convex colliders for the model. While this may not be a precise
simulation (both due to the “physics materials” and colliders used),
it can serve as a lower bound of stability regardless: a design that
proves to be unstable at this point is likely to be unstable when
fabricated.

1)

5) 6)

2) 3) 4)

Initial Model

Altering Parameters

Updated Model

Figure 9: To understand the steadiness of designs, pARam

simulates a small drop of the model onto the scanned en-

vironment mesh. Users �rst position their model above its

future position (1). It is then dropped onto this surface (2-3).

A toppling design may still be functional but is indicative

of an unsteady object. Users can then alter parameters, like

widening an object’s base (5), and re-try the estimation (6).

Lighting and Shadowing Estimation. pARam also allows users
to preview the e�ects a design may locally have on lighting and
shadow patterns. This is particularly relevant for objects like lamp-
shades, but can also be used with any object that interferes with
light (e.g., new furniture obstructing existing light �xtures). Light-
ing is a crucial design element in interior design contexts [52, 96],
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and any newly fabricated object is likely to alter this element at
least to some degree. Furthermore, lighting is often non-trivial to
estimate early [52], yet is a design element and component that
is both functional (i.e., lighting has to be su�cient to read, for
instance) and aesthetic (i.e., it has to be visually pleasing and po-
tentially intriguing) [52]. Similarly to the stability validation, this
feature likewise relies on the scanned environment mesh (Fig. 10.1).
A custom shader is applied to the environment mesh to display the
shadow and light patterns (Fig. 10.2). This preview is based on a
point light but could be expanded to other types of lighting if these
relationships are encoded in the parametric design itself. Rendering
shadows on an AR headset such as the HoloLens is non-trivial
and requires bright light patterns and an o�-black display of the
actual shadows. As with the aforementioned stability estimation,
this feature does not yield a perfect representation but rather an
estimation (Fig. 10.3). Nevertheless, this estimation provides early,
in-situ feedback on how a design works in a context when lighting
is involved.

3)

2) View in Unity

3D-Printed ResultView in HoloLens1)

Figure 10: pARam provides a function to estimate lighting

and shadowing. This is relevant when designing lampshades

and comparable objects. The shadowing pattern is projected

onto the environments (1). Note that the e�ects of the shader

are only visible on the device. This required a through-the-

lens photograph instead of a screenshot for (1). Game engine

view (2) and fabricated result (3) for reference.

4 EVALUATION

We chose to evaluate pARam and the underlying concept of in-situ
interactions with parametric designs through a user study.

We chose to compare pARam to a desktop-bound baseline-like
application. This was meant to allow us to further understand the
underlying concept of in-situ interaction with parametric designs,
compared to what one may consider the status quo: ex-situ inter-
action to �nd and tune parameters. The underlying goal was to
understand whether pARam, as a proof-of-concept implementation,
can transfer the bene�ts of parametric designs to XR while provid-
ing meaningful support through the physical context. A core goal

a)

b)

1) 2)

Figure 11: The user study compared pARam with an anal-

ogous desktop version (a), which was similarly enriched

with estimation capabilities (a2) and implemented follow-

ing design patterns present in consumer-grade tools like

openSCAD or the Thingiverse customizer. A practice task,

a bookholder with only 3 parameters was used for partic-

ipants to familiarize themselves with the respective tools

(a1–desktop, b–pARam)

in developing this custom baseline was to achieve feature-parity
between desktop and AR versions, meaning that added functions
(e.g., a light estimation) should be present in both versions. Nev-
ertheless, the design of the desktop version followed patterns and
paradigms present in user-facing parametric designs, such as open-
SCAD, the Thingiverse customizer, commercial services like Tylko,
or academic works like Fab Forms [100]. Speci�cally, they all fol-
low an approach combining sliders, text �elds, dropdowns, and a
preview, occasionally used for direct manipulation.

4.1 Sample

The sample for the evaluation consisted of 21 participants. One of
them had to drop out due to intermittent technical issues, leaving
us with a sample of = = 20. 6 of the participants identi�ed as female,
one person identi�ed as non-binary, and 13 participants identi�ed
as male. The sample had a mean age of 24.65 ((� = 2.11), with their
backgrounds being mostly students (e.g., in �nance, psychology,
computer science). 11 participants had experience with VR and AR,
speci�cally using headsets like the Meta Quest or the HoloLens.
Out of these 11, 6 reported a prior usage duration of 1-10 hours,
3 reported 10-100 hours, and 2 reported over 100 hours of use. 13
participants reported having used product con�gurators before (e.g.,
for cars, furniture, or clothing, speci�cally footwear). Similarly, 13
participants reported having used 3D-modeling tools before (e.g.,
AutoCAD, Blender, Tinkercad, SketchUp, but also design tools like
Unity3D), which cover “upper” classes of content creation tools in
the classi�cation of Nebeling and Speicher [85]. Out of these 13, 3
reported a prior usage duration of 1-10 hours, 5 reported 10-100
hours, and 5 reported over 100 hours of use. We classify the 10
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participants with over 10 hours of prior use as “experts” in the
following steps.

4.2 Procedure

The study was conducted in a meeting room of our institution. Var-
ious pieces of furniture were present and were actively embedded
in the task design (cf. section 4.2). The participants were recruited
around our institution with the help of mailing lists. After a greeting
and a brief introduction, participants signed consent forms. They
then received an introduction to the respective tool they will be
using (pARam or its desktop counterpart). A simple model consist-
ing of 3 parameters – a book-holder – was then used as a training
environment for the participants to familiarize themselves with the
tool (Fig. 11). Participants then received instructions regarding the
task they would be solving. This information was also available as
a printout for them to reference on demand. After �nishing the �rst
task, users �lled out a post-task questionnaire. This was repeated
for the second tool and concluded with a �nal questionnaire com-
paring the tools and acquiring demographic data. The study took
60 to 70 minutes. Participants received a reimbursement of 12€ for
their time.

Tasks. Participants were asked to solve 2 distinct tasks, with
either pARam or the desktop variant. The order and the tool-task
combinations were counterbalanced using a Latin square. The two
tasks were the con�guration of a bench and the con�guration of a
lampshade. Each task consisted of 3 main instructions and a bonus
instruction. For the bench, participants were asked to design a
bench for themselves and another �ctional person to use comfort-
ably. The other person was described as having an average physique
and a height of 1.77 meters. Participants had to B1) design it in a
way that it is as comfortable as possible for them and the �ctional
partner, B2) the width of the bench should not exceed the length
of the table in the study room, B3) the armrest height should be
aligned with the height of the side table in the study room, and
optionally, B4) the bench should �t 2 seat cushions provided by
the study coordinator. For the lampshade task, users were asked
to design a lampshade that is visually pleasing in terms of shape
and lighting/shadowing patterns. The lampshade L1) should have
a maximum height of 40cm, L2) its diameter must not exceed the
width of the bedside table in the study room, L3) be stable and not
topple easily, and optionally, L4) a provided candle should �t inside
of the lampshade. To solve the aforementioned tasks, participants
had a set of measurement tools freely available to them: calipers, a
folding rule, a small ruler, and a tape measure. Participants were
also allowed to use them while designing with pARam. All refer-
ence objects (e.g., the “bedside table”) were easily accessible in the
room and could be measured by the participants.

Measures. For the user study, we acquired the following mea-
sures: the System Usability Scale [13], the (raw) NASA Task Load
Index (TLX) [39], and the Creativity Support Index (CSI) [20]. We
further acquired a set of single-item Likert-scaled questions on
5-point scales and solicited usefulness rankings for each of the pro-
vided features (cf. section 3). Participants were also asked to express
modality preferences (i.e., AR vs. Desktop) for speci�c design tasks.
Successes and failures concerning individual tasks were acquired

following the criteria outlined in section 4.2. Lastly, all interactions
(i.e., features being used), were logged to allow for an analysis of
patterns and strategies participants demonstrated.

4.3 Results

The following paragraphs outline the results we were able to gather
from the evaluation.

Questionnaire Data. For the analysis of the SUS and CSI scores,
as well as for the individual TLX items, we apply the Aligned Rank
Transform (ART) for nonparametric factorial analyses [118]. The
ART found a signi�cant main e�ect of the tool used on System
Usability Score (� (1, 18) = 15.50, p<0.001) (AR: M=46.58, SD=11.38,
Desktop:M=57.38, SD=7.98). This can be traced back, at least in part,
to suboptimal interactions with the spatial interface, especially the
sliders on the 2D interface. This criticism was voiced during the
study itself andwas also found in the comment �elds in the question-
naire. The overall (raw) TLX score exhibited expected di�erences
(AR: M=3.56, SD=0.90)(Desktop: M=3.00, SD=0.73). Our analysis fo-
cuses on individual subscales. On the TLX subscales of Performance
(AR: M=5.60, SD=1.47 Desktop: M=6.20, SD=0.95), Frustration. (AR:
M=2.90, SD=1.62, Desktop: M=1.90, SD=0.85), Mental Demand (AR:
M=3.60, SD=1.50, Desktop:M=3.05, SD=1.61), and Temporal Demand
(AR: M=2.75, SD=1.71, Desktop: M=2.00, SD=1.12) no signi�cant ef-
fects were found. The ART found a signi�cant interaction e�ect of
the tool used ×model type on TLX E�ort (� (1, 18) = 11.73, p=0.003)
between AR (M=3.65, SD=1.35) and Desktop (M=3.15, SD=1.46). The
ART further found a signi�cant main e�ect of the tool used on
Physical Demand (� (1, 18) = 9.68, p=0.006) between AR (M=2.85,
SD=1.57) and Desktop (M=1.70, SD=1.22). In light of the inherently
spatial and more embodied interaction fostered through the headset
and the gestural interaction is a reasonable outcome.

For the Creativity Support index, the ART found no signi�cant
e�ects. The score for pARam (M=54.13, SD=15.98) was compara-
ble to the one for the desktop (M=55.40, SD=13.94). This was also
the case when comparing ratings by experts (M=55.08, SD=14.06)
compared to non-experts (M=54.19, SD=16.66).

For most single-item Likert-scaled questions (Fig. 12a), no signif-
icant di�erences were found. However, the ART found a signi�cant
main e�ect of the tool used on the responses to “I can now imagine

how the designed furniture will look in the room” (� (1, 18) = 25.21,
p<0.001) between AR (M=4.60, SD=0.60) and Desktop (M=3.15,
SD=1.39). The ART also found a signi�cant main e�ect of the tool
used on the question rating for “I took the environment of the room

into account for the design” (� (1, 18) = 24.46, p<0.001) between AR
(M=4.30, SD=1.30) and Desktop (M=2.75, SD=1.59).

Task Successes and Error Causes. Based on the tasks outlined
earlier, we further conducted an analysis of successes. Based on the
main tasks given to each participant (L1-L3 and B1-B3), 2 people
failed (i.e., did not complete one or more of the tasks) the lamp task
on the desktop and 3 did so using pARam. For the bench task, 4
users failed at one or more of the mandatory subtasks using the
desktop variant and 6 failed using pARam. When including failures
in the optional tasks (i.e., L4 and B4), 4 people failed the bench
task using the desktop, and 6 failed with pARam. For the lamp task,
4 people failed any subtask using the desktop variant, whereas 7
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Figure 12: Overview over statement ratings and application preferences from the user study: a) Participants’ stances towards

the tool they used and towards the outcome of their design process using the tool, rated on a 5-point Likert scale; b) preferences

towards applications (desktop and pARam) rated by participants on a 5-point scale for di�erent categories of objects.

did so using pARam. 3 expert users made errors on the desktop,
compared to 3 non-experts. With pARam, 5 expert users made
errors, compared to 4 non-experts. When considering overall error
extents, pARam (M=5.86, SD=5.33) and the desktop counterpart
(M=5.33, SD=4.71) exhibit comparable ranges. When considering
individual tasks, the errors in the bench task on the desktop (M=6.48,
SD=5.43) are comparable to the bench task using pARam (M=6.5,
SD=6.35). The error extents for the lampshade task were lower,
yet remained comparable between pARam (M=4.59, SD=3.02) and
desktop (M=3,04, SD=2.63). All failures for the bench task stemmed
from B3 (desktop: 4, pARam: 6), a constraint regarding the armrest’s
height, where an error tolerance of 1cm in each direction was
allowed. The issues for the lampshade task were more spread out,
with issues present in L1 – maximum height (desktop: 1, pARam:
1), L2 – maximum diameter (desktop: 1, pARam: 2), and L4 – �t of
a candle (optional) (desktop: 2, pARam: 4).

Tool and Feature Preferences. When asked to rate which tool
they would rather use for a speci�c type of object on a 5-point

scale, a set of trends became visible. They are depicted in Fig. 12b.
There were clear preferences for a desktop-based interaction for
complex objects (34B:C>? : 45%, ?�'0< : 25%), and objects that
require precise measures (34B:C>? : 70%, ?�'0< : 10%). No de�n-
itive trend was visible for simple objects (34B:C>? : 45%, ?�'0< :

40%) or functional objects (34B:C>? : 45%, ?�'0< : 25%). In turn,
there was a trend towards pARam for objects that do not need
precise measurements (34B:C>? : 20%, ?�'0< : 70%), lighting-
related ones (34B:C>? : 25%, ?�'0< : 70%), objects that interact
with the body (34B:C>? : 16%, ?�'0< : 63%), decorative objects
(34B:C>? : 10%, ?�'0< : 75%), and, rather clearly, objects meant
for a speci�c place (34B:C>? : 15%, ?�'0< : 75%). Users were also
asked to rank the tool’s individual features with respect to their
helpfulness in solving the task given to them. For pARam, the
curve drawing functionality was rated as most helpful ("A0=:=1.6),
followed by the handles ("A0=:=2.22), sliders ("A0=:=2.65), the
measurement functions ("A0=:=2.69), the ergonomics recommen-
dations ("A0=:=3.25), the stability estimation ("A0=:=3.45), and
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each interaction in a line for pARam (c) and desktop (d).

the light estimation ("A0=:=4.2). Comparable patterns emerged
for the desktop version. Here, however, the sliders were gener-
ally ranked as most helpful ("A0=:=1.6), followed by the handles
("A0=:=1.85), the ergonomics feature ("A0=:=1.83), the stability
estimation ("A0=:=2.79), and the light estimation ("A0=:=3.38). It
is intriguing to note that subjective helpfulness does not translate
1:1 to actual feature use, as seen in Fig. 13, given that fundamental
interactions are likely indispensable but less impressive compared
to more use-case-speci�c ones.

Interaction Sequences and Feature Use. All interactions with the
tools were logged. An aggregation of interactions across all par-
ticipants can be seen in Fig. 13. A complete set of per-participant
timelines is found in Fig. 17 in the appendix. Between the desktop
version (Fig. 13b) and pARam (Fig. 13a), a set of trends is further
visible: Experts generally measured more and did so earlier in the
process, and more measurement activities may also indicate task
success. Measurement activities were also more scattered across
the process in pARam, likely due to their easy-to-access nature. In
contrast, measurement often preceded most, if not all, activities for
the desktop variant: users tried to acquire all relevant measures �rst
and then alter their design under these constraints. The estimation
functions of pARam (light, balance) generally happened later in the

process, given that they are meant to validate �nished designs or
design iterations, but were used less often than expected. For both
modalities, the estimation functions were used more commonly
by experts, and using them may indicate success in related tasks
(e.g., L3). Interaction counts can be seen in Fig. 13c and Fig. 13d.
Sliders were used more often on the desktop (0E6. = 23.9) com-
pared to the handle-based interactions (0E6. = 13.9). In contrast,
AR seemed to have fosteredmore direct interaction through the han-
dles (0E6. = 12.2), compared to the sliders on the 2D UI (0E6. = 9.3).
This is linked to both the highly spatial nature of the interaction
and visualization, but also to the higher physical demand (cf. sec-
tion 4.3). Lastly, users were generally quicker to complete their
tasks on the desktop.

Observations and Open Comments. We further solicited non-
mandatory open comments about the positive and negative aspects
of the respective tools. In contrast to responses to standardized
questionnaires like the SUS or NASA TLX, participants were highly
enthusiastic about pARam and the underlying concept. They stated
that pARam let them “[...] iterate quickly and freely” (P10) (also
voiced by P5, 15, 20), or “[...] let me imagine how it would look like at

that exact place” (P6). This core principle underlying in-situ interac-
tion with parametric designs was further appreciated with respect
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to validating designs: “[...] I like the possibility to explore in a dynamic

way how my decision a�ects the outcome of the design” (P15), “It
was quite easy to design a matching lamp because I could compare

virtual and real world objects in place” (P21), which was an “[...] an

immense help” (P19). It was further appreciated for being “[...] fun

[...]” (P10), which was also voiced by P12, 17, 20. The measurement
support was also appreciated: “[...] the measuring tool made meeting

the requirements really easy” (P19), (in addition to P13, 20) and so
were the estimation functions (P14, 21).

As a downside, participants mentioned the basic input handling,
especially related to the sliders on the 2D interface: the “Pinch-

ing gesture was very hard to do correct” (P3), or “The use of the
sliders was a bit di�cult to get the exact value I wanted” (P14). Crit-
icisms related to the HoloLens’ inputs and MRTK’s handling of
them were also mentioned by most participants in some way (P1,3-
5,8-12,14,16,18-21) and can be optimized through UI sizing, posi-
tioning, and sensitivity. The “Usable area of the glasses [was] very
limited” (P3), referring to the limited �eld of view of the HoloLens.
This sentiment was echoed by other participants (P5, 6, 8, 17).

The desktop variant, in contrast, was praised for how well the
interactions on a 2D screen worked with the sliders: it “very easy
to design the model using the sliders” (P7). Without in-situ refer-
ences, recommendations became more relevant: “The ergonomics

feature helped a lot to de�ne required width and height of the furni-

ture” (P21). For the desktop variant, participants voiced concerns
regarding slider-parameter links more commonly (P4, 5, 19-21).
Participants further suggested features for the desktop variant that
borrow functions from pARam: “[...] overlap [the model] with a pic-

ture of the room [...] to see how it looks like in an environment” (P15).
Comparable sentiments were also present in other participants’
comments (P1, 3, 6, 11). As with pARam, participants also criticized
aspects like view controls (P8, 9, 12, 16, 19) or discoverability (P10,
21).

For most participants, we observed a vastly more spatial and
dynamic approach to con�guration with pARam compared to the
desktop variant. Not only did they design and preview in-situ, but
they also �uidly moved between phases of measuring, designing,
and evaluating (Fig. 13a). Using the desktop tool, measurement
activities were more present earlier, and became rarer later on. An
intriguing observation was that a small set of participants used the
provided analog measurement tools with pARam, prior to remem-
bering its built-in measurement functionalities and fully switching
to use them instead.

5 DISCUSSION

The following sections engage with the study results and re�ect on
the concept of in-situ interaction with parametric designs.

5.1 Insights from the Evaluation

From the user study, we gathered that pARam, as a proof of concept,
is not only functional and valid support for users, but also identi-
�ed challenges underlying notions of low-e�ort–high-expressivity
design tools.

Spatial Interactions to De�ne Artifacts. The concept of in-situ
interaction with parametric designs along with pARam embraces
the spatial nature of artifacts, but also the interactions to de�ne

them. Participants praised this nature: not only did they actively
move around their design, but they also altered the position of the
design freely, for instance, to make it easier to ful�ll environment-
related design tasks (e.g., B2, B3, L2). An often-ignored parameter
in various con�gurators (by their ex-situ nature) is an artifact’s
position in the user’s (and, therefore, the designer’s) context of
use. Embedding this parameter meaningfully in a design tool either
requires full and impeccable acquisition of that context, or through
situated interaction, as enabled by pARam. Interacting through ges-
tures is likely a highly approachable way to de�ne objects [42, 62]
and can be further enriched with modalities like speech [9]. Spatial
interactions, however, come at the expense of precision and �delity,
at least with the current state-of-the-art of tracking, which has to be
considered upfront. The tradeo� between achievable precision and
spatial interaction is re�ected in several questionnaire items, like
the TLX score, individual items, or the SUS score. It may require
surface-supported interactions, as shown with DesignAR [95]. The
comparable means in the CSI score may indicate that pARam, as a
creativity support tool, may be on par with the desktop counterpart,
but this claim warrants further studies.

Overcon�dence through Gestural Measurements. The measure-
ment precision and �delity of users using pARam was arguably
below the one achieved with the desktop variant. Users were free
to use the provided measurement tools, but most chose to rely on
pARam and gestural measurement. This is likely grounded in the
fact that transferring the acquired dimension [115] to the design
tool (or even a speci�c parameter) was made deliberately friction-
less. A user’s �ngers are, especially at small scale and low margins
for error, no replacement for a caliper. However, with mechanisms
to compensate for that (e.g., snapping [86], which takes context into
account), they may approach a useful degree of precision. While
this is a technological limitation that can be recti�ed through better
tracking and compensation algorithms, there is a tendency towards
“eyeballing” or “guesstimating”when engaged in in-situ design. This
notion of coarse measurements may be su�cient for isolated arti-
facts and will greatly reduce e�ort, but does not transfer to highly
precise objects that functionally interact with their environment.
Mahapatra et. al identi�ed such issues (i.e., “eyeballing”) in their
work [72], and we believe that direct visual feedback may reinforce
those. Immediate, in-situ visualization of the future artifacts seems
to create a tendency to operate on the visual preview, instead of pre-
cise and detailed measurements. Users may then treat this preview
as the only feature to evaluate a design, unaware of imprecisions
in the model, the visualization, or their estimations. We consider
this tendency towards “eyeballing” and subsequent errors to be the
“cost of the system”, which, in future iterations have to be corrected,
for instance, by relating gestures to machine-measurable objects
in the context [68] or snapping [86]. Alternatively, approaches like
the ones presented by Kim et al. [54] or Ramakers et al. [94] that
allow for tolerant designs may also support imprecise, low-e�ort
design processes while retaining functional outcomes.

Correspondences between Interface and Model. In some of the
designs in pARam, there were a few parameters that were only con-
trollable through handles, and some were only controllable through
the sliders of the UI. This led to perceptions of unintuitiveness,
where participants were “[...] not completely sure what each of the
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blue spheres were doing” (P14). Subsequently, they engaged in ex-
ploring and discovering individual elements to understand their
e�ects and constraints. Having both the model and the UI in view–
which is non-trivial for users to do with the HoloLens–helped make
logical connections, but highlighting and linking would likely be
helpful in future iterations of pARam.

5.2 Re�ecting on In-Situ Interaction with PDs

Interactions for Working Across Scales. With pARam, both human-
scale [58] or furniture-scale objects [3] (e.g., tables, shelves) and
smaller trinkets (e.g., vases, lampshades) are customized through
the same interaction techniques at di�erent scales. While this helps,
consistency, precision, and error tolerances are likely to change
between these scales. This likely requires a more thorough consid-
eration of gesture-based measurement, for instance, incorporating
wider gestures, and combining pointing with other modalities [62].
XR devices further can provide immediate, visual, and in-situ feed-
back on such inputs. However, if these means for measurement are
not given (or are not precise enough), users will likely revert to
in-situ estimating and “eyeballing”, which may work in some, but
not all cases.

Encoding and Evaluating Function Early. Any fabricated artifact
ful�lls–ideally–user requirements in terms of form and function.
Users can choose to emphasize speci�c aspects of those, but they
remain tightly coupled, given that they are designed for physical
space, not only a digital one. Encoding function and physical va-
lidity [100] is non-trivial. In the study, we noticed this with the
optional candle task (L4), where users routinely emphasized form
over this function, given that the artifact was one that is inherently
associated with looks. Support for these tasks is crucial and is part
of in-situ interaction with parametric designs. While pARam at-
tempted to provide this support, users had to actively choose to
use and interpret it correctly (e.g., what to do when the stability
estimation indicates a toppling design). For the ergonomics recom-
mendations, this was not the case for all the participants (Fig. 13),
nor was this the case for the light and stability estimations. This
is an argument for automated validations, which can understand
design intent in isolation [41], but also in relation to the context.

Bridging Physical Context and Digital Parameters. In-situ de-
sign allows for an overlap of usage context and design environ-
ment [108, 116, 122], but does not free the user from engaging
in some, potentially error-prone [72] transfers. The measurement
component in pARam supports these transfers, but does not guar-
antee that the dimension or context object being measured by the
user is correct, which was re�ected in the error rates of pARam.
In turn, the previewing functionality enables the transfer from the
design environment to the context, without fabricating a prototype.
While this serves as a preview and a coarse validation, it does not
provide a holistic model of all interactions between the object and
the context, which would require a maximum degree of fabrication-
awareness and scene understanding. While this is not provided in
our proof-of-concept implementation of pARam yet, it is likely to
be feasible with future extended reality platforms, which, by design,
rely on scene understanding to function.

6 LIMITATIONS

Our research exhibits a set of limitations, which we discuss in the
following paragraphs.

Pipeline. The pipeline in pARam (cf. Fig. 2) assumes that the �t-
ting customizable object has already been found. However, for most
users, the process starts with searching objects, which is a non-
trivial task and has been considered in works like CustomizAR [68]
or ShapeFindAR [109]. pARam’s pipeline also ends before the actual
acquisition step, which we deemed to be optimizable without user
interference (e.g., considering 3D print services over fabrication
at home). Nevertheless, we completed every step of the process
from design con�guration to fabrication, outlined in Fig. 2, our-
selves several times. This includes multiple 3D printed lampshades
(e.g., Fig. 1.4, top and Fig. 10) and a CNC-routed wooden shelf
(Fig. 1.4, bottom). We consider this to be an instance of “Evaluation
by Demonstration” [61], albeit a compact one. The lampshades were
printed using an Ultimaker 2+ 3D printer19, and the shelf was milled
using a Shaper Origin20. Both required the use of CAM21 (computer-
aided manufacturing) software, which could be integrated into the
tool, as demonstrated by works like Mix&Match [108], which in-
cluded a slicer. Including this step in future evaluations is promising
for understanding the breakdowns in transferring a user’s design
to a manufactured artifact.

Object Set. pARam and, even more so, the study, focused on a
limited set of designs to customize. While they cover a broad range
of scenarios and parameter types, an even richer set of parametric
designs may uncover di�erent interaction patterns or the need for
other validation functionalities. This particularly applies to artifact
classes beyond established machines for personal fabrication (i.e.,
3D-Printers, CNC mills, laser cutters). For example, parameters for
clothing are likely more complex to measure and incorporate in a
design [98, 117], as they are potentially more organic and irregular,
yet uniquely personal.

Authoring. As outlined in section 1, our focus lies on the cus-
tomization of parametric design through end-users. However, there
is also demand for such designs to be created and authored by ex-
pert designers [19, 28] to enable customization in the �rst place
(i.e., through meta-design [27]). More complex environments (e.g.,
Archimatix or Grasshopper) are appropriate here, and could bene�t
from in-situ approaches nonetheless. With approaches like pARam,
authoring customizable designs ought to change in parallel, as de-
signers have to encode more aspects in their parametric design
than before (i.e., more than static geometry). For pARam, this in-
cludes all relations to ergonomic properties (e.g., what in�uences
the seating area or where an arm may rest), or individual handles,
their positions, and their direction indicators (cf. Fig. 4.2). This can
also include con�guring multiple lights instead of a point light only,
or including other simulation domains, like �uids or aerodynamics,
and encoding their relationship with the context accordingly.

19https://ultimaker.com/3d-printers/s-series/ultimaker-2-connect/,
Accessed: 24.01.2024
20https://www.shapertools.com/en-us/origin, Accessed: 25.01.2024
21For the lampshades: Ultimaker Cura (https://ultimaker.com/software/ultimaker-
cura/, Accessed: 24.01.2024), and Slicer for Fusion 360 (https://www.autodesk.com/
support/technical/article/caas/tsarticles/ts/3yg7zznS94MHNDG7KMV8Qg.html, Ac-
cessed: 25.01.2024) for the shelf.

https://ultimaker.com/3d-printers/s-series/ultimaker-2-connect/
https://www.shapertools.com/en-us/origin
https://ultimaker.com/software/ultimaker-cura/
https://ultimaker.com/software/ultimaker-cura/
https://www.autodesk.com/support/technical/article/caas/tsarticles/ts/3yg7zznS94MHNDG7KMV8Qg.html
https://www.autodesk.com/support/technical/article/caas/tsarticles/ts/3yg7zznS94MHNDG7KMV8Qg.html
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Estimations ≠ Simulations. We consciously label the evaluation
functions of pARam as “estimations”, not “simulations”. They re-
quire little con�guration by the user and deliberately do not pro-
vide a high �delity. Nevertheless, we consider the results of the
estimations (balance, lighting) to be a way of early, worst-case eval-
uation [105], which, unlike others, takes into account the context
(e.g., a surface an object will rest on). With increasingly detailed
scene understanding coupled with a high degree of fabrication
awareness, these estimations will likely increase in value without
added complexity for the end users.

Study Design and Implementation Platform. Despite both con-
sisting of subtasks that cover both ends of the spectrum between
form and function, participants did not perceive the tasks as simi-
larly complex. While fundamental di�erences and bene�ts between
pARam and its desktop counterpart were con�rmed, further studies
to understand pARam as a design- and creativity-support-tool are
needed, ideally covering the entire pipeline from design choice to
fabrication. Furthermore, despite our goal to achieve full feature-
parity between pARam and the desktop variant, the curve drawing
feature was absent from the desktop, which may explain the high
usefulness rankings (section 4.3). Most importantly, the ergonomic
issues (e.g., �eld of view, interaction precision) were not ideal and
likely in�uenced participants’ assessments. This also applies to the
�delity of the environment scan that informed the light and balance
estimations.

Interface and Underlying Constraints. The fundamental elements
of the UI can also be expanded, as both the interactions and the giz-
mos used (e.g., handles for direct manipulation or sliders on the UI)
were deliberately simple. While this worked well for the user study,
there is room for improvement and more �ne-grained explorations
(cf. [23, 53, 95]). This also applies to the detailed implementation
of constraints, where, for example, an invalid curve yields a valid
result that may not resemble the user’s input closely.

Despite these limitations, we are con�dent that the in-situ in-
teraction with parametric design, as demonstrated by pARam, is
a meaningful and highly promising augmentation of how we cur-
rently use parametric designs in the context of personal fabrication.

7 FUTUREWORK

pARam opens up several avenues for future work, related to added
functionalities for pARam, further user studies, but also to the
concept of in-situ interaction with parametric designs itself.

Richer Model Set. Similarly to prior art (e.g., [100]), pARam oper-
ates on a limited set of pre-designed models (cf. Fig. 14) that can
certainly be expanded. This would require feasible search func-
tionalities [14, 109]. This richer set of models likely opens up new
opportunities for interaction, like using a 3D scan – a�orded by the
use of an XR headset [108] – as a higher-level input to a parametric
design. An early prototype of pARam also used OpenPose to auto-
matically acquire ergonomics-related body measures – similarly
to Kim et al. [55] – but was found to be unreliable and hard to
reconcile with a headset as a platform. The limitations in section 6
can also inform future directions, such as improving feedback and
transparency regarding constraints and the logic they may follow

to the user, as the current implementation of pARam focused on
exploring individual interaction techniques.

Generalizing beyond Fabrication. In line with expanding the
model set would be the consideration of domains beyond (per-
sonal) fabrication. Physical context and interactions with this en-
vironment are crucial to consider prior to fabrication, but can also
inform purely digital domains where parametric designs can be rel-
evant (e.g., digital design [77]). Here, understanding requirements
of non-novices and scalability to more complex designs pose highly
intriguing challenges.

Automation and Evaluations. We also aim to further explore au-
tomation in this context, to further bene�t from these more abstract
expressions of parameters: one may consider users starting with
vague gestural [42, 62], spatial [109], textual, or multimodal [31] de-
scriptions of requirements to receive �tting results from a customiz-
able design. The estimation components can also be improved (i.e.,
made more precise) and expanded, through approaches like �uid
simulations (e.g., for the design of hydroponics systems [90, 110]),
or load-bearing simulations [1], to further focus on functional me-
chanical parts. Balancing this degree of early evaluation with the
tool’s complexity is non-trivial and additionally demands a higher
degree of fabrication-awareness (e.g., how dense the used material
is). Lastly, we plan user studies to understand usage patterns further
and optimize for interface ergonomics.

8 CONCLUSION

Finding and starting with a �nished design is a highly bene�cial
approach to 3D-modeling, but is limited in expressivity. Parametric
designs lower the e�ort needed to engage in 3D-design by replacing
detailed modeling with con�guration. This notion is usually ex-situ
and currently bene�ts domain experts (e.g., architects), or enthusi-
asts con�guring select 3D models on repositories like Thingiverse.

To augment in-situ search-and-fabricate approaches and further
simplify interactions with parametric designs, we presented the
concept of in-situ interaction with parametric designs and intro-
duced pARam, a proof-of-concept implementation embodying this
notion. pARam leverages extended reality to 1) support users in
choosing parameter values (e.g., through gesture-based inputs or
recommendations), and 2) provide early, in-context estimation func-
tionalities (e.g., lighting). We evaluated pARam in a user study and
found that it allows users to incorporate context into their design
process while also bene�ting from in-situ estimations.

We argue that extended reality, as an emerging technology, is
a crucial support component to design for (personal) fabrication,
as it enables not only in-situ interaction, but also provides context
understanding that can be woven into design tools themselves, as
demonstrated with pARam. This opens up a rich space for design
support, relevant for parametric designs and other approaches to
3D-design by bridging unique user requirements, their unique con-
texts, and their representations in design tools. Leveraging this
combination may make design for personal fabrication even more
accessible to end-users, without demanding physical design itera-
tions or complex information transfers.
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A ADDITIONAL SCREENSHOTS

Figure 14: Parametrized models implemented for and in-

cluded in our proof-of-concept implementation of pARam.

The selection contains a variety of vases/lampshades, shelf

models, tables, and a bench. Not pictured: the book holder

used as a training task in the study (cf. Fig. 11b).

Position

1) 2)

Rotation

Figure 15: A gizmo (cyan polyhedron), as implemented as a

default in the MRTK for object manipulation, is positioned

above the model and can be used for positioning (1) and

rotation (2) of the model.

2)1)

Before After

Figure 16: pARam depicts a list of parameters on a �oating

UI for the user. A pinch gesture lets users manipulate values

through sliders in the UI (1). The changes are immediately re-

�ected in an updatedmodel preview (2). Here, a user changed

the slice twist parameter from 0 to 1.8.
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B PARTICIPANT INTERACTIONS
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Figure 17: Interaction sequences for each study participant, with tool-task combinations annotated in the second column. Note:

P2 had to drop out, and the replacement is labeled with ID 0 in this plot and ID 21 across the rest of the paper.
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